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Klasyfikacja

Zadanie klasyfikacji polega na kojarzeniu obiektéw na podstawie
ich charakterystycznych cech (zmiennych opisujacych,
predyktoréw) z odpowiednig wartoscig pewnej jakoSciowej zmienne;
celu, ktéra nazywamy kategoria lub klasa.

Przyktady

» Bank na podstawie informacji o kliencie decyduje, czy
udzielenie kredytu ma duze, $rednie czy mate ryzyko.

» Program pocztowy decyduje, czy e-mail to spam.

> Lekarz na podstawie objawdw stwierdza, czy pacjent cierpi na
pewna chorobe.

» Stuzby specjalne na podstawie pewnych zachowan decyduja,
czy dana osoba stanowi zagrozenie dla bezpieczehstwa
panstwa.
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Typ uczenia

Uczenie nadzorowane (ang. supervised learning) — dana jest
zmienna celu i wiele przyktadéw ze znanga jej wartoscia, na
podstawie ktérych algorytm uczy sie, ktdre wartosci zmiennej celu
s3 powiazane z ktérymi warto$ciami zmiennych opisujacych.

Zbiér przyktaddéw powinien by¢ bogaty, réznorodny i powinien
zawieral reprezentatywna grupe typéw rekordéw, ktérych
klasyfikacja bedzie potrzebna w przysztosci. Zbyt ubogi zbiér moze
spowodowad, ze utworzony model klasyfikacji bedzie zbyt prosty,
tzn. algorytm bedzie niedouczony i bedzie miat problemy

Z poprawnym rozpoznawaniem nowych obserwacji.

Przeuczenie (ang. overfitting) — algorytm moze utworzy¢
skomplikowany model, ktéry bardzo doktadnie klasyfikuje elementy
ze zbioru uczacego, a jego skuteczno$¢ w klasyfikacji nowych
obserwacji bedzie niska.
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Podziat na zbiory

» Zbior uczacy (ang. training set) — zbidr, w oparciu o ktéry
konstruowany jest dany model lub modele.

» Zbior walidacyjny (ang. validation set) — zbidr, na ktérym
dobieramy parametry modelu lub wybieramy najlepszy sposréd
kilku modeli; nie zawsze wystepuje.

» Zbior testowy (ang. testing set) — zbi6r stuzacy do ostatecznej
oceny jakosci modelu.

Uwaga: Nie nalezy przywigzywaé sie do powyzszych nazw. Nazwy
zbioréw walidacyjnego i testowego bywaja stosowane zamiennie.
Trzeba raczej rozumiec istote podziatu na trzy zbiory i wiedzie¢, do
czego stuza.
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Metoda wydzielania

Metoda wydzielania (ang. holdout method): podziat losowy na
zbidr uczacy i testowy w stosunku 2:1 (w praktyce ok. 70% —
uczacy, a 30% — testowy), a na uczacy, walidacyjny i testowy
w stosunku 2:1:1 (50%, 25% i 25%).

Skuteczna dla zbioréw z duza liczba obserwacji. Nie ma jednego
ogblnego zalecenia do wielkosci wyodrebnianych zbioréw.

(Patrz: Cwik, Koronacki (2008), str. 96)
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Kompromis obcigzeniowo-wariancyjny
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Sprawdzian krzyzowy

v-krotna walidacja krzyzowa (ang. v-fold cross-validation)
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Drzewa decyzyjne

Drzewem decyzyjnym nazywamy
zbidr weztoéw decyzyjnych
potaczonych za pomocy gatezi
(ang. branch) rozchodzacych sie
w dét od korzenia (ang. root
node) az do konczacych je lisci
(ang. leaf nodes lub terminal
nodes). W weztach decyzyjnych
sprawdzane s3 wartosci
zmiennych opisujacych. Gatezie
wychodzace z weztéw
odpowiadaja mozliwym

Joanna Kartowska-Pik

wartoéciom badz zbiorom
wartosci tych zmiennych. Kazda
gataz prowadzi do kolejnego
wezta decyzyjnego lub do liscia.
W lisciach znajduja sie wartosci
zmiennej celu.




Dziatanie

» Algorytmy budujace drzewa daza do sformutowania warunkéw,
ktére sg sprawdzane dla poszczegdlnych obserwacji.
W zaleznosci od wynikéw tego sprawdzania okreslana jest
warto$¢ zmiennej celu.

» Poniewaz w zbiorze uczacym moga sie znalezé obserwacje,
ktére maja takie same warto$ci zmiennych opisujacych,
a rézne wartosci zmiennej celu, liScie moga nie by¢ ,czyste”.
W takim przypadku drzewo informuje z jakim
prawdopodobiefnstwem s3 przyjmowane poszczegdlne wartosci
zmiennej celu.

» Algorytmy daza do utworzenia jak najczystszych lisci.
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Historia

Leo Breiman (1928-2005) -—
statystyk amerykanski, tworca
drzew CART oraz laséw
losowych, wspétautor ksigzki
Leo Breiman, Jerome Friedman,
Charles J. Stone, R.A. QOlshen:
Classification and Regression
Trees (1984)

Leo Breiman (1928-2005)
Zrédto: http://en.wikipedia.org/wiki/Leo_Breiman
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CART

Metoda drzew klasyfikacyjnych i regresyjnych (ang. classification
and regression trees, ozn. CART - zastrzezone, CRT lub C&RT):

» Drzewa decyzyjne tworzone przez algorytm CART s3 écisle
binarne, maja po 2 gatezie wychodzace z kazdego wezta
decyzyjnego.

> Z wezta idziemy na lewo, jesli jest spetniony okreslony w nim
warunek, a na prawo, jesli nie. Warunki maja postac
.Xi < C", gdy zmienna jest ciagta lub ,X; przyjmuje
wartosci...", gdy zmienna jest dyskretna.

» Dopuszczalne jest kilkukrotne pojawienie sie warunkéw
bazujacych na tej samej zmiennej.
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Przyktad drzewa CRT

RYZYKO KREDYTOWE

[ niskie 59,9 1033
= umiarkowane 16,8 290 |
 wysokie 3 a0z

Ogélem  100,0 1725

WIEK
| =
HIPOTEKA WIEK

nie <= 5‘&5 > 3|3,5

Wezel 4 Wezel 5 Wezel 6
Kategoria % n Kategoria % n Kategoria % n
Wniskie 022 A#1| | Wiskie 498 238 | iskie 02 15
® umiarkowane 3,3 5 ™ umiarkowane 28,2 135 ™ umiarkowane 23,6 128
 wysokie 6 7| |Wwysokie 220 105 |Wwysokie 14420240
Ogolem 89 153 Ogolem 2,7 478 Ogélem 31,5 543
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Miara ,,nieczystosci” weztéw — kryterium Giniego

Miarg nieczystosci (ang. impurity) wezta jest prawdopodobienstwo,
ze dwie obserwacje wybrane losowo (ze zwracaniem) z wezta
naleza do dwoch réznych klas.

Dla zmiennej celu o K klasach od 0 do K — 1

K-1
G(t) = pe(t)(1 — pu(1)),
k=0

gdzie pi(t) oznacza czesto$¢ klasy k w wezle t.
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Kryterium Giniego przy zastosowaniu kosztéow btednej
klasyfikacji

Koszty btednej klasyfikacji s stosowane w przypadkach, gdy
zaklasyfikowanie przypadku z klasy j do klasy i jest gorsze (np.
drozsze) niz pomytka w druga strone. Np. dla banku drozsze moze
by¢ udzielenie kredytu osobie, ktéra nie ma zdolnosci kredytowe;j

i kredytu nie sptaci, niz odrzucenie wniosku osoby posiadajace;j
zdolnos$¢ kredytowa i utrata dochodu z tego tytutu.

Wiedy
G(t) = cipi(t)pi(t).
i)
gdzie cjj oznacza koszt btednej klasyfikacji przypadku z klasy i jako
przypadek z klasy j (domysInie ustawione jako 1).
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Miara poprawy

Poprawa (ang. improvement) wynikajaca z podziatu wezta rodzica
t na lewy i prawy wezet dzieci t; i tp wynosi

I(t) = G(t) — q.G(tL) — qpG(tp),

gdzie q; (gp) jest frakcja przypadkéw idacych na lewo (prawo).
Algorytm w kazdym wezle przeszukuje dostepne zmienne i podziaty
i wybiera podziat optymalny, maksymalizujac miare poprawy.

Odsetek rekordow g,

'

Wezet
0 nieczystosci

q0)

Wezet
0 nieczystosci
G(t)
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Odsetek rekorddéw gp
t Poprawa

Wezet
0 nieczystosci
G(tp)




Przyktad — gra w golfa

| pogoda || wiatr || temperatura ” wilgotnosé || grac ||

1 stonecznie nie 85 85 nie
2 stonecznie tak 80 90 nie
3 pochmurno nie 83 78 tak
4 deszczowo nie 70 96 tak
& deszczowo nie 68 80 tak
6 deszczowo tak 65 70 nie
7 pochmurno tak 64 65 tak
8 sfonecznie nie 72 95 nie
9 stonecznie nie 69 70 tak
10 deszczowo nie 75 80 tak
11 stonecznie tak 75 70 tak
12 pochmurno tak 72 90 tak
13 pochmurno nie 81 75 tak
14 deszczowo tak 71 80 nie - = = 9Hace
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Przyktad — miara poprawy

Wezet ¢ - 9.5, 5 9 _ 45
grac (;(t) 14 14 + 14 14 — 98
M nie
M tak

pogoda?
4 rekordy z 14 | 10rekordéwz14

G(te)=3-3+3°3=3
pochmurno stonecznie, deszczowo
4/4
5/10 5/10 l(t):ﬁ_g.o_gl:
. i 98 7 72
2 10
Wezet t;, Wezet tp =— 0,102
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Przyktad — pierwszy podziat

: =g |
| W tak |
|
-0 Wezet 1
kategoria % n
H nie a0 o
W tak 1000 4

—pochmurno

Qgatem 286 4
Wezet 0

Wategoria % n
o nie /T 8

N tak 643 8§ pogoda

rat . — |
8 Ogotem 1000 14 FPoprawa=0,102
Wezet 2
Kategaria % n
W nie 500 5
— - H tak 00 5
L —stOnecInie; deszcIows — — — - . .

Ogatem 71410
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Kryterium twoing

Poprawa jest definiowana jako

2
I(t) = q(1—q) (Z |pj(tL) — Pj(tp)l)
J

(istnieja drobne modyfikacje tego wzoru). W tym przypadku
poprawa bedzie najwieksza, jezeli wszystkie przypadki z tej samej
klasy trafiag do tego samego wezta. Dodatkowo czynnik stojacy
przed suma powoduje, ze poprawa jest najwieksza dla g = 0.5.
Preferowane s3 wiec podziaty, ktére s3 jednorodne dla wszystkich
klas i maja w przyblizeniu réwna liczbe rekordéw.

Porzadkowe kryterium twoing jest stosowane, gdy zmienna celu
jest dyskretna i ma poziom porzadkowy.
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Ciagta zmienna celu

W przypadku iloSciowej zmiennej celu w kazdym wezle
podsumowanie wartosci zmiennej celu (dla przyktadu: szacowanie
wilgotnosci na podstawie temperatury, wiatru i pogody) polega na
wyznaczeniu $redniej i odchylenia standardowego oraz wykonaniu
histogramu. Algorytm stara si¢ odseparowacé obserwacje, dla
ktérych zmienna celu przyjmuje duze wartosci, od obserwacji, dla
ktérych przyjmuje ona mate wartosci.

Wezet 1
Srednia 71,250
Odch. std. 6,292
=208— N 4

% 28,6
Przewidywane 71,250

mll =
temperatura

wilgotnos¢ | Poprawa=32,658

Wezet 2
Srednia 83,900
Odch. std. 8,711
208— N 10

%

% 1000 |
Przewidywane 80,286 |

a4
Przewidywane 83,900

|l = EE
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Odchylenie najmniejszych kwadratéw

W procesie budowy drzewa sprawdzana jest kazda warto$¢ kazdego
predyktora, by znalez¢ taki predyktor i taka warto$¢ progowa, ktéra
podzieli rekordy na dwie grupy S; i S tak, by zminimalizowaé
sume kwadratéw btedéw (odchylenie najmniejszych kwadratow —
ang. least squares deviation (LSD))

SSE=Y (yi—n)*+ > (vi — )%

€Sy i€Sy

gdzie 1 i ¥» sa Srednimi warto$ciami zmiennej celu odpowiednio
w grupach S1 i S,.
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Zapobieganie przeuczeniu

Metody

>

maja niewielka liczebnos¢ (< 5),
>

> zatrzymywanie wzrostu w momencie, gdy wszystkie wezty
ograniczanie gtebokosci drzewa,

ograniczanie liczby weztéw drzewa,

automatyczne przycinanie (ang. pruning).

Joanna Kartowska-Pik
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Przycinanie

Niech Ty oznacza drzewo maksymalne, |T| — liczbe lisci drzewa T,
R(T) — odsetek btednych klasyfikacji w lisciach (czasem catkowita
wazona nieczystos¢ lisci). Dla kazdego « istnieje poddrzewo

T C To minimalizujace

Ru(T)=R(T)+ «|T]|.

Do szacowania funkcji straty (wyboru «, dla ktérego powyzsza
suma jest najmniejsza) CART uzywa walidacji krzyzowej.
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Reguta 1 SE

Breiman zaproponowat regute jednego btedu standardowego, czyli
wybor najmniejszego drzewa z szacowanym btedem w granicach

1 odchylenia standardowego od drzewa minimalnego. Argumentem
za reguta 1 SE jest to, ze w badaniach symulacyjnych daje ona
stabilny rozmiar drzewa w replikacjach, podczas gdy drzewo
minimalne moze sie znacznie rézni¢ w kolejnych replikacjach.
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Problem zdarzen rzadkich

Wezet 0
j%% choroba

Opcja réwne
.me prawdopodobienstwa a priori
arunek? .
nie zachodzi zachod2|
100%
0% .

75%
25%
Wezet 1

Wezet 2
Nowa obserwacja, ktéra trafia do

(ang. equal priors) zaklasyfikuje
obserwacje, ktéra znajdzie sie

w danym wezle, do klasy
rzadszej, jesli klasa ta bedzie

w tym wezle reprezentowana
. z wiekszym
liscia, domyslnie jest klasyfikowana

. prawdopodobienstwem niz
do klasy czestszej. Dlatego drzewo w korzeniu
moze mie¢ problem z poprawna
klasyfikacja zdarzen rzadkich (klas
niezbalansowanych)
Joanna Kartowska-Pik
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Postepowanie z brakami danych

Nowa obserwacja moze ,utknac” w trakcie klasyfikacji z uzyciem
CART, jezeli napotka warunek bazujacy na zmiennej, w ktorej
wystepuje brak danych. Dlatego CART tworzy surogaty
(substytuty, wezty zastepcze, ang. surrogate splits), czyli warunki
bazujace na innych zmiennych, ale dajace podobny podziat na
wezty.
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Waznos¢ zmiennych

Waznos¢ zmiennej (ang. importance) to miara bazujaca na
wazonej (odsetkiem obserwacji w weztach) sumie popraw we
wszystkich (z uwzglednieniem surogatéw) weztach, w ktérych
zmienna ta jest wykorzystywana do utworzenia podziatu.

Znormalizowana wazno$¢
0 20 40 60 80 100

temperatura

pogoda|

wilgotno$:

Zmienna niezalezna

wiatl

0,0% 0,1% 0,2% 0,3% 0,4%
Waznos¢

] = =
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Reguty decyzyjne

Reguty decyzyjne otrzymujemy, przechodzac po drzewie dowolng
$ciezka. Maja one posta¢ , jezeli ..., to ..."
Definicja
> Pokrycie reguty decyzyjnej to procent rekordéw w zbiorze
danych przypisanych do danego liscia.
» Ufnosc (ang. confidence) to procent rekordéw w lisciu, dla
ktérych reguta jest prawdziwa.
» \Wsparcie (ang. support), inaczej pokrycie reguty to procent
rekordéw w zbiorze danych przypisanych do danego liscia
i spetniajacych regute.
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SR Clocovoocomcococen  SeSedseeboooescomseo  GEREST
Rodzaje klasyfikacji

» Prawdziwe klasyfikacje negatywne (ang. true negatives, TN)
to rekordy, ktére zostaty sklasyfikowane jako negatywne

i w rzeczywistosci s3 negatywne (zty jako zty).
>

Prawdziwe klasyfikacje pozytywne (ang. true positives, TP) to
rekordy, ktére zostaty sklasyfikowane jako pozytywne

i w rzeczywistosci sa pozytywne (dobry jako dobry).

Fatszywe klasyfikacje negatywne (ang. false negatives, FN) to
rekordy, ktére zostaty sklasyfikowane jako negatywne, gdy
w rzeczywistosci s pozytywne (dobry jako zty).

Fatszywe klasyfikacje pozytywne (ang. false positives, FP) to
rekordy, ktére zostaty sklasyfikowane jako pozytywne, gdy
Joanna Karfowska-Pik

w rzeczywistosci s negatywne (zty jako dobry).
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Macierz pomytek

Macierz pomytek (ang. confusion matrix) — podsumowanie
klasyfikacji wykonywane na zbiorze testowym.

d Czne
Y FN TP
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Wskazniki klasyfikacji binarnej

faktyczne Y - 20 @ faktyczne Y - -

Trafnosc¢ (ang. accuracy) — Catkowity wspdtczynnik btedu
odsetek poprawnych klasyfikacji  (ang. overall error rate) —

odsetek btednych klasyfikacji
=0,7. = 1— trafnos¢

#FN +#FP 20+ 10
N ~ 100

ATP+#TN 40+ 30
N ~ 100

=0,3.
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Wskazniki klasyfikacji binarnej c.d.

20 - faktyczne Y . 30

faktyczne Y -

Czutosc (ang. sensitivity, recall)  Specyficznosé, swoistosc (ang.

— odsetek poprawnie specifity) — odsetek poprawnie
sklasyfikowanych przypadkéw sklasyfikowanych przypadkéw
pozytywnych negatywnych

#TP 30 #TN 40

#FN+#TP  20+30 ' #TN+#FP 40+10
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Wskazniki klasyfikacji binarnej c.d.

IEI

faktyczne Y -

Proporcja prawdziwie
pozytywnych, precyzja (ang.
proportion of true positive,
precision) — odsetek poprawnych
klasyfikacji wéréd wszystkich
klasyfikacji pozytywnych

30
10+ 30

#TP
#FP+#TP
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=0,75.

Proporcja prawdziwie

B ccatywnych (ang. proportion
of true negative) — odsetek
poprawnych klasyfikacji wérod
wszystkich klasyfikacji

negatywnych
TN 4
# = 0 ~ 0, 67.
#TN +#FN 40+ 20




CSBRMER Clfecnsocscococenscn  Sebsemsedbonscoswooe  Babeds
Wskazniki klasyfikacji binarnej c.d.

i precyzji:

F1=

Wynik F1 (ang. F1 score) jest $rednig harmoniczng czutosci
2

1 1
czultosé +

2 czulos¢ - precyzja
recyzin czuloéé + precyzja
Jest stosowany zamiast trafnosci, zwtaszcza, gdy dane s3
niezbalansowane.
Dla danych z przyktadu

2.60% - 759
F1— 60% - 75%

60% + 75%
Joanna Kartowska-Pik

2
= 665%.
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SR Glocosoocomcoconcen  GiSedsedoboooescomseo  GERES™
Krzywa ROC

Krzywa ROC — krzywa operacyjno-charakterystyczna odbiornika
(ang. Receiver Operating Characteristic).
Kroki, ktére nalezy wykonaé, zeby narysowaé krzywa:
1. Sortujemy rekordy malejaco ze wzgledu na szacowang przez
klasyfikator warto$¢ prawdopodobienstwa, ze wartoscia
zmiennej celu jest 1.

2. Kazde z tych prawdopodobienstw kolejno staje sie progiem
powyzej ktérego klasyfikujemy zmiennga jako 1,
a w przeciwnym wypadku jako 0.

3. Dla kazdego progu wyznaczamy czuto$¢ oraz swoistosc.

4. Zaznaczamy na wykresie punkt o wspotrzednych
(1—swoistos¢, czutosé).

Joanna Kartowska-Pik



Przyktad

Wyznaczmy punkt krzywej ROC dla ponizszych danych i progu 0,7.

m Faktyczne Y | P-stwo, ze Y = 1 | Przewidywane Y
1 0,9 1

1

2 0 0,8 1
3 1 0,7 0
4 0 0,6 0
5 1 0,4 0
6 0 0,2 0
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Macierz pomytek dla przyktadu

2

faktyczne Y
ey

Stad czuto$¢ wynosi 1/3, a specyficzno$¢ wynosi 2/3. Na krzywej
zaznaczamy punkt o wspdtrzednych

(1— specyficzno$¢, czutosé)= (1/3,1/3).
Analogicznie zaznaczamy punkty uzyskane dla innych progéw

i faczymy je ze soba.
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Krzywa ROC dla danych z przyktadu

Punkty krzywej ROC
uzyskane dla progéw
nizszych niz 0,7

czutosé

Punkt krzywej ROC
uzyskany dla progu 0,7

i Punkty krzywej ROC
i uzyskane dla progéw

1 wyzszych niz 0,7

0 1 — specyficznosé 1
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Ksztatt krzywej ROC

—— swietny klasyfikator
dobry klasyfikator
czutosé
linia referencyjna
— zty klasyfikator
30 ] ..
1- specyficznosc
Joanna Karfowska-Pik
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CSBEST Gioconocasocoocmoen  SeSSoddesboscssosecos  GBIaTs"
AUC

Pole pod krzywa ROC (ang. Area Under Curve, AUC) moze by¢
traktowane jako miara sukcesu klasyfikatora i moze stuzy¢ do
poréwnywania jakosci klasyfikatorow.

Wartosci AUC a jako$¢ klasyfikatora (umownie):
» AUC € (0,6;0,7] — staba,
» AUC € (0,7;0,8] — akceptowalna,
» AUC € (0,8;0,9] — dobra,
» AUC € (0,9; 1] — doskonata.

Zrédto: http://www.unc.edu/courses/2010fall /ecol /563/001 /docs/lectures/lecture22.htm
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Strategie obliczania AUC w przypadku walidacji krzyzowe;

1. Usrednianie (ang. averaging) wyznaczamy krzywa ROC
2.

i obliczamy AUC na kazdym ze zbioréw testowych z osobna,
a nastepnie usredniamy wynik.

taczenie (ang. pooling) zbieramy wyniki dziatania
klasyfikatora na kazdym ze zbioréw testowych i tagczymy je
w jeden duzy zbiér Dla tego zbioru rysujemy krzywa ROC
i obliczamy AUC. Ta metoda jest fatwiejsza w implementacji
i jest jedyna mozliwg do zastosowania w przypadku N-krotnej
walidacji krzyzowej (ang. leave one out).

Joanna Kartowska-Pik
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Optymalny punkt odciecia

Krzywa ROC jest takze uzywana do okre$lania przydatnosci
diagnostycznej biomarkera. Tak wiec dla kazdego poziomu
biomarkera uznajemy za przypadki pozytywne wartosci powyzej
progu, a pozostate jako negatywne (ewentualnie odwrotnie).
Poréwnujemy je z informacja o warto$ciach zmiennej celu

i wyznaczamy czuto$¢ i specyficzno$¢. Procedura ta pozwala na
uzyskanie krzywej ROC. Jesli AUC jest duze, to biomarker jest
przydatny w przewidywaniu zmiennej celu. Na krzywej znajdujemy
optymalny punkt odciecia (ang. optimal cut-off). Odpowiadajacy
mu prég jest szukanym poziomem biomarkera.

Joanna Kartowska-Pik



Indeks Youdena

Podany przez Williama J. w pionie od prostej o réwnaniu
Youdena (1950). Wybieramy czuto$¢ = 1— specyficznosé.
jako punkt odciecia taka
wartos$¢ progowa c, ktéra
maksymalizuje funkcje

czutosé

J(c) = Se(c) — (1 — Sp(c)), Se(c)

gdzie Se(c) jest czutoscia przy
progu ¢, a Sp(c) jest
specyficznoscia. Pozwala to
odnalez¢ punkt krzywej

o najwiekszej odlegtosci 1 — specyficznosé

[} = =
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Kryterium bycia najblizej punktu (0, 1)

Wybieramy jako punkt odciecia

czutosé
taka wartos$¢ progowa c, ktéra :
minimalizuje funkcje ER() | 1- Se(c)
ER(c) = [T - Sp(e), Se(e))
V(1= Se(€))* + (1 — Sp(c)). N 5o

Pozwala to odnalez¢ punkt
krzywej lezacy najblizej punktu
(0,1).

1 — specyficznos¢

] = =
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Metoda prawdopodobienstwa zgodnosci

Ang. concordance probability
method. Podana przez X. Liu
(2012). Wybieramy jako punkt
odciecia taka warto$¢ progowa
¢, ktéra maksymalizuje funkcje

czuto$é

CZ(c) = Se(c) - Sp(c).

Pozwala to odnalez¢ punkt
krzywej wyznaczajacy prostokat
o najwigkszym polu. 1 — specyficznos¢

[} = = =
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Klasyfikacja — wiecej niz dwie klasy

Przypadek klasyfikacji do wiecej niz dwdch klas ki, ko,
do dwbch klas:

ok
mozna w ocenie jakosci klasyfikatora traktowac¢ jako / klasyfikacji
> ki kontra pozostate klasy razem,

> ko kontra pozostate klasy razem,
>

Wtedy wszystkie miary jakosci klasyfikatora wyznacza sie / razy.

Joanna Kartowska-Pik
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Ciagta zmienna celu

Dana jest ciggta zmienna celu Y i N rekorddéw, dla ktérych ma ona
wartosci yi1, ¥o, ..., yn, NPp. zmienna roczny dochéd z klienta.

W zbiorze uczacym i testowym wartosci zmiennej celu s3 znane

i dlatego oceniajac jako$¢ szacowania, mozemy je wykorzystaé

i poréwnaé z wartoéciami y1, ¥, ..., Yy przewidzianymi przez
model.

Joanna Kartowska-Pik



Miary jakosci szacowania

» Sredni btad bezwzgledny (ang. mean absolute error, MAE)

MAE — SNy =9l

N :
» Bilad sredniokwadratowy (ang. mean-squared error, MSE)

N ~
MSE — ima(yi — Yi)2.
N
Czasami, dla unikniecia tzw. obciazenia, btad $redniokwadratowy
jest liczony wzorem

N (v 0:)2
MSE — lel(yl .yl)

N—-1-p
Joanna Kartowska-Pik

Pierwiastek btedu sredniokwadratowego (RMSE) jest $rednia
kwadratowg odchyleh wartosci przewidywanych od rzeczywistych.. . .
© Drzewa Klasyfikacyjno-regresyjne (CRT) i lasy losowe



Miary jakosci szacowania c.d.

» Sredni bezwzgledny btad procentowy (ang. mean absolute
percentage error, MAPE)

100% < |y; — 9;
MAPE = A’Z'” il
s Y
Nie moze by¢ liczony, gdy y; sa réwne lub bliskie 0. Mocniej
karze btedy niedoszacowania y; > ¥;, niz przeszacowania.

» Symetryczny $redni bezwzgledny btad procentowy (ang.
symmetric mean absolute percentage error, SMAPE)

o, N R
SMAPE = 10%2 yi=gil
n = (lyil + 57:1])/2

=] F
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Bagging

Bagging (inaczej agregacja bootstrapowa, ang. bootstrap
aggregating), metoda zaproponowana przez Leo Breimana w 1994
roku, polega na wylosowaniu z oryginalnego zbioru danych

o liczebnosci N prébki o liczebnosci N metoda losowania ze
zwracaniem zgodnie z rozktadem jednostajnym. Powstaje w ten
sposéb N-elementowy zbidér treningowy, w ktérym niektére rekordy
wyjsciowego zbioru danych sie powtarzaja. Prawdopodobienstwo
wylosowania danego rekordu do tej prébki wynosi

1 N
1— (1 — N) — N 1 — e 1 A 0,632.

Wylosowana préba tworzy zbiér uczacy, a niewybrane elementy
zbidr testowy, na ktérym oceniana jest trafnos$¢ klasyfikatora tr;.

Joanna Kartowska-Pik



B
Bagging — procedura

e [ probia1 |

ka1 Probka 2 Prébka k
! ! / 5 Zbiory
2
‘ : > uczagce
3 6 7 2
4 1 5 7
5 3 4 3
6 3 4 7
7 4 2 2
Niewybrane 1 Niewybrane 2 Niewybrane k
2 1 1
5 3
7 6
Joanna Kartowska-Pik

Zbiory
4 testowe
6
[} = = QA
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Estymator .632 bootstrap

Procedure losowania probki powtarzamy k-krotnie, otrzymujac k
klasyfikatoréw. Ogdlna trafnosé¢ szacujemy estymatorem .632
bootstrap.

trpoot =

x| =

k
> (0,632 tr; + 0,368 - tropt),
i=1

gdzie trop: 0znacza trafnos¢ klasyfikatora skonstruowanego dla
wszystkich elementéw oryginalnego zbioru danych.

Okreslenie klasy nowego rekordu odbywa sie metoda gtosowania
wiekszosciowego poszczegdlnych klasyfikatoréw.

=] F
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Kroki algorytmu

Las losowy (ang. random forest) — Leo Breiman i Adele Cutler
(2001).
1. Ze zbioru rekorddw (x1, y1), (x2,¥2),- ., (xNn, yn) losujemy k
razy prébe o liczebnosci N metoda losowania ze zwracaniem
zgodnie z rozktadem jednostajnym (préba bootstrapowa).

2. Dla kazdej takiej préby budujemy drzewo (CART), ale
w kazdym wierzchotku sposréd p dostepnych zmiennych
losujemy tylko m (m < p) i tylko one s3 uwzgledniane przy
szukaniu zmiennej dajacej najlepszy podziat).

3. Otrzymujemy w ten sposéb k drzew. Klasyfikacja nowego
rekordu odbywa sie zgodnie z zasada gtosowania
wiekszosciowego, a szacowanie poprzez usrednienie wartosci
otrzymanych z pojedynczych drzew.

Joanna Kartowska-Pik



Schemat lasu losowego

1. drzewo na 1. prébce bootstrapowej

Losujemy m

2. drzewo na 2. probce bootstrapowe;j
Losujemy m
zmiennych z p. zmiennych z p.
Wybieramy Wybieramy
najlepsza. najlepsza.
/ Xl \ / X5 \
Losujemy m Losujemy m Losujemy m Losujemy m
zmiennych z p. zmiennych z p. zmiennych z p. zmiennych z p.
Wybieramy Wybieramy Wybieramy Wybieramy
najlepsza. najlepsza. najlepsza. najlepsza.
X5 X5 X3 Xy
36
=] = = = = 9ae
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Uwagi

» Do budowy laséw losowych uzywa sie drzew CART.

» Domyslnie m = |,/p] dla klasyfikacji, a m = |p/3] dla
szacowania. Minimalny rozmiar lisci to odpowiednio 1 i 5.

» Btad klasyfikacji stabilizuje sie przy ok. 100 drzewach.

» Trafnoé¢ klasyfikacji lasu losowego ulega pogorszeniu, gdy
liczba zmiennych jest duza, ale liczba istotnych zmiennych jest
niewielka.

> Lasy losowe sg odporne na przeuczenie.

[m] = -
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